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Executive summary 

Artificial intelligence (AI) has the potential to transform the way in which schools are run through 

more efficient data collection and analysis, more accurate assessment setting and marking, 

personalised and adaptive learning, and improving teachers’ workload.1  However, evidence of its 

benefits and its limitations remains limited.2 Multi-academy trusts (MATs) provide an opportunity 

to support individual schools and build capacity and expertise across the sector.3  

This study builds on the existing evidence base by considering multi-academy trusts’ approaches 

to using artificial intelligence. It incorporates the outputs from a literature review of how teachers 

are using AI and findings from two roundtables with representatives from MATs and other sector 

leaders.  

How are MATs using AI? 

MATs use AI to support teaching, learning, and administration. Though adoption varies widely, 

roundtable participants noted that in its broadest sense, AI is embedded in everyday tools, making 

its use almost unavoidable.  

Advocates of AI suggest that it has the potential to reduce teacher workload, particularly through 

lesson planning and resource creation. AI also assists with communication tasks, freeing teachers 

for other priorities. However, roundtable participants cautioned that efficiency gains may not 

reduce overall workload, as freed time often leads to more responsibilities.  

AI can also be used for personalised learning, tailoring content to individual pupil needs and 

providing feedback to both students and teachers. These tools could be used for vulnerable 

groups, including pupils with SEND and EAL, through features like translation and accessibility 

aids. However, concerns exist around reduced human interaction and algorithmic bias.  

As in other sectors, AI has the potential to improve administrative efficiency in financial 

forecasting, policy drafting, HR, and IT. Integration with Management Information Systems (MIS) 

can support interventions, such as identifying attendance issues, though ethical challenges 

remain, particularly around decision-making transparency. 

How are MATs implementing AI? 

The government has invested in AI development through support for the content store, 

connectivity improvements, and resources like Oak National Academy’s AI tools.4 Despite this, 

roundtable participants reported a gap between AI’s promised benefits and actual impact.  

 
 

 
1  Sampson and Pothong, ‘A Learning Curve?’ 
2 Ofsted, '"The Biggest Risk Is Doing Nothing": Insights from Early Adopters of Artificial Intelligence in Schools and 

Further Education Colleges.’ 
3 Sampson and Pothong, ‘A Learning Curve?’ 
4 Department for Education, ‘Teachers to Get More Trustworthy AI Tech, Helping Them Mark Homework and Save Time’ 
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Roundtable participants discussed a range of approaches to adopting AI within their trusts. 

Bottom-up strategies rely on teacher-led experimentation and feedback, often through small 

pilots, ensuring policies reflect classroom realities and preserve autonomy. This approach fosters 

innovation but requires complementary top-down oversight for consistency and safety.  

Top-down strategies vary: some trusts enforce strict approval processes, while others integrate AI 

considerations into existing policies (e.g., safeguarding, data privacy) rather than creating 

standalone AI policies.  

Leaders stressed that AI adoption must align with clear educational goals—whether improving 

efficiency or pupil outcomes—and be informed by cognitive science. Central leadership can play a 

role in shaping narratives around AI, appointing AI champions, and promoting digital literacy for 

staff, pupils, and parents. Accountability measures, such as data protection impact assessments 

(DPIAs) and contract negotiations, fall under central teams, though larger trusts have more 

leverage than smaller ones. However, larger trusts reported challenges in oversight across a 

number of schools, particularly where schools have autonomy over the curriculum.   

Engagement with national networks like EdTech Hubs supports knowledge sharing and best 

practice dissemination. Roundtable participants supported the continued growth of such 

networks. 

How are MATs taking decisions in relation to AI? 

Current guidance offers little clarity on how MATs should approach decisions about AI, leaving 

trusts to determine what tools to adopt, how to use them, and how to manage AI literacy among 

teachers and pupils. Combined with the influx of AI products marketed to solve diverse problems, 

this lack of structure creates what one leader described as a “wild west” environment. 

The research literature and roundtable participants discussed scaffolding decision-making across 

multiple levels rather than centralising all choices. Participants highlighted that decisions will 

inevitably happen at multiple levels and school leaders and teachers will need to make decisions 

that best suit their context. Therefore, trusts may need to define which decisions occur at the trust 

level – such as approving AI tools – and which are delegated to schools or classrooms, like 

integrating AI into lessons.  

Trusts inevitably have to balance short-term goals with long-term considerations like evolving 

technology, contract lengths, and value for money. Decision-making also needs to allow for 

relationships with unions, parents, local authorities, and regulators, requiring stakeholder 

engagement to address concerns about workforce implications and pupil use. 

Finally, while guidance recommends evidence-based decisions, robust research on AI 

effectiveness in education is limited. Larger MATs may conduct internal evaluations or hire 

independent assessors, but smaller trusts often lack resources, relying instead on staff feedback 

and peer recommendations. This limits their ability to make data-driven decisions, underscoring 

the need for sector-wide collaboration and clearer frameworks. 

How are MATs measuring the effectiveness of AI? 
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Evidence on AI’s impact in education remains limited and is complex because it involves assessing 

both the technology and its implementation.  

Current evaluation methods used by roundtable participants include surveys, stakeholder 

feedback, and anecdotal evidence, capturing both quantitative usage data and qualitative 

perceptions. However, these approaches struggle to isolate AI’s specific effects and can be 

influenced by contextual factors. Disaggregated analysis is essential to understand differential 

impacts on groups such as high- versus low-attaining pupils or novice versus experienced 

teachers. Larger trusts sometimes conduct their own evaluation of pilots or fund independent 

evaluations, though such efforts are rare compared to AI’s widespread adoption.  

Attainment remains a key metric, but participants stressed that AI’s influence extends beyond 

academic results. There can also be a disconnect between the kind of metrics promoted by 

providers and what is useful for schools – for example, the use of engagement statistics rather 

than pupil progress. 

The Education Endowment Foundation’s randomized trial on ChatGPT illustrates the need for 

robust, independent research and effective dissemination of findings. Participants also called for 

government involvement in oversight, evaluation, and guidance with initiatives like the Edtech 

Evidence Board.  

Legal and ethical considerations 

AI adoption in education raises significant legal, ethical, and practical challenges for MATs. AI 

systems can often operate as a “black box,” making it difficult to understand decision-making and 

ensure rights are protected under the UK General Data Protection Regulation. Trusts complete 

Data Protection Impact Assessments (DPIAs) for AI tools, but roundtable participants felt they did 

not necessarily understand the tools well enough to do so and highlighted the potential for a 

national source of information for some of the key tools. 

AI models often lack transparency about training data, making bias detection difficult. Roundtable 

participants reported promoting safe usage through AI literacy programs, continuing professional 

development, and technical controls. Due diligence includes risk assessments, negotiating terms, 

and implementing safety policies. Participants also noted that AI can have an impact on 

relationships between parents and schools – including using AI to generate complaints – adding to 

workload. 

AI tools are largely developed by private companies, with trusts having to accept standard terms 

and conditions that do not necessarily reflect their educational contexts. Larger trusts reported 

being better placed to negotiate and conduct due diligence, while smaller trusts face resource 

burdens. Roundtable participants were also mindful of being reliant on providers who may not be 

able to provide support – or themselves be sustainable in the longer terms – or whose incentives 

and motivations did not necessarily align with their own.   

Finally, AI adoption highlights inequalities: some schools have advanced technologies, while 

others lack aspects of digital infrastructure, widening the digital divide. These disparities risk 

exacerbating existing inequalities between schools and pupils. 
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Recommendations 

Recommendation 1: The Department for Education should continue to evaluate the effectiveness 

of Edtech (including AI) products and their use through the Edtech Evidence Board project. In 

addition, the sector should be incentivised to share their own approaches to evaluating the 

products they are using, with larger trusts well placed to support other schools in the system.   

Recommendation 2: Create research informed guidance on developing AI and digital literacy for 

education providers AND for initial teacher training (ITT) programmes. 

Recommendation 3: Larger trusts should lead networks of support working with both smaller 

trusts and individual schools with the Department for Education considering ways that this could 

be incentivised. The Department for Education and the Department for Science, Innovation and 

Technology should work across government to ensure that disadvantaged communities (either 

through economic circumstances or their location) are not left behind as technology progresses, 

ensuring access to devices and high-speed reliable internet.  

Recommendation 4: The Department for Education should consider the merits of providing the 

key information that trusts and schools will need for completing DPIAs for the more widely used AI 

products while being mindful of the fact that the process of producing a DPIA provides a 

structured approach for data controllers to consider their individual circumstances. 
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Methodology 

This study builds on the existing evidence base by considering multi-academy trusts’ approaches 

to using artificial intelligence. It incorporates the outputs from a literature review of how teachers 

are using AI and findings from two roundtables with representatives from MATs and other sector 

leaders.  

Literature review 

Drawing from relevant research studies and reports published from 2023 onwards we first carried 

out a literature review to provide an overview of how teachers currently use and perceive AI in 

today’s educational landscape. The review considered: 

▪ Where and how is AI being used by classroom teachers to support teaching in compulsory 

education? 

▪ What are teachers’ perceptions of barriers to using AI in the classroom? 

▪ What are teachers’ perceptions of AI and the barriers to its use?  

▪ What are the limitations within the current body of literature and what is the future of AI 

and AI research for effective classroom teaching.  

Google Scholar and ERIC were used to source peer-reviewed academic articles, and a simple 

Google search for further reports was used to supplement the research found in the academic 

databases.5  

We elected to implement a narrow window of publication to capture the most recent research and 

better capture the effects of the recent development of generative AI. Therefore, we restricted our 

search to the first 60 results of each database resulting in a total of 120 articles plus five 

supplemental reports found on Google.  

Duplicates were removed and article abstracts and executive summaries were then screened for 

relevance to the above research questions. Research conducted with only pre-service teachers or 

solely focusing on higher education was excluded. A total of 20 articles and reports passed 

screening and were read in their entirety to inform our findings. Those papers are listed in the 

accompanying bibliography. 

Roundtables 

In late 2025, we convened two roundtables bringing together MAT leaders and those leading on 

digital strategy within their trusts, with other AI in education stakeholders. Roundtable discussion 

centred around how MATs are approaching the challenges and harnessing the opportunities of AI 

and understanding how AI tools are being implemented and evaluated across trusts.  

 
 

 
5 The following string was used: (“AI” OR “artificial intelligence”) AND (“teaching” OR “teacher” OR “teachers” OR 

“classroom”) and results were filtered for articles published from 2023 to present day. 
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The roundtables were led with a short presentation summarising current themes and key findings 

in the literature relating to the research questions listed below. Discussion was then guided by the 

series of questions in Annex A. 

The first roundtable focussed on the ways in which AI is currently being used to address the 

following research questions:  

▪ How are MATs currently using AI?   

▪ How is AI implemented across trusts?   

The second roundtable focussed on how academy trusts are developing their approach to AI 

strategy, governance and efficacy measurement to address the following research questions:  

▪ How are MATs assessing the effectiveness of the use of AI?   

▪ What are the decision-making processes that MATs adopt when deciding on an AI strategy?   

▪ How are MATS managing legal and ethical considerations?   

We are grateful to all those who participated in the roundtables. We have used those discussions 

to inform the content of this report, but it does not represent a settled account of the views of 

each group or any individual participant or organisation.  
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Part 1: How are MATs using artificial intelligence? 

Multi-academy trusts (MATs) are engaging with artificial intelligence (AI) in a wide variety of ways, 

with approaches differing across trusts, schools, phase, and curriculum subject. As the technology 

continues to evolve so do its possible uses.  

Given its proliferation in areas including email autocompletion and online searches, a roundtable 

participant observed that “[AI] is pretty hard not to use”, and is already embedded in many of the 

tools educators and pupils use daily. In the following section we outline the main ways in which 

MATs are currently using and can potentially use AI to support trust operations, teaching, and 

learning. 

Reducing and managing teacher workload  

Workload is a key factor in teacher retention.6 Pressures are closely linked to the volume of tasks 

teachers are required to manage, and therefore MATs are considering whether the 

implementation of AI has the potential to reduce workload. 

AI is used to support lesson planning and resource creation.7 The British Computing Society found 

that over half of AI-using teachers use AI to design and support assessment followed by 40 per cent 

of teachers who report using AI for lesson planning. Diliberti et al. similarly found that nearly half 

of teachers report using AI to create lesson plans, assessments, or assignments.  

The Education Endowment Foundation (EEF) studied the effect of ChatGPT on teachers’ time 

spent lesson planning through a randomised controlled trial.8 Teachers randomly assigned to use 

ChatGPT were supported by an online guide to using ChatGPT for lesson planning.  The EEF found 

that effectively using ChatGPT can reduce teachers’ lesson planning time by 31 per cent whilst 

retaining lesson quality. 

Advances in generative AI enable teachers to produce lesson plans, classroom activities, 

worksheets, and assessment questions more efficiently. Beyond lesson planning, AI can assist with 

communication tasks, such as drafting emails to parents or summarising student progress for 

stakeholders, freeing valuable teacher time.9 One risk in using AI for such tasks is that AI tools have 

not necessarily been trained on data that is specific to the school system in England, and it is why 

the UK Government has invested in the “content store” of reliable data.10   

While AI offers potential and use cases to help manage and support teacher workloads, MAT 

leaders caution that its impact on teacher retention may be overstated. Given the breadth and 

intensity of responsibilities already faced by teachers, many are sceptical that teachers will feel 

 
 

 
6 Martin, ‘Workload review’ 
7 Department for Education, ‘Generative Artificial Intelligence (AI) in Education' 
8 Roy et al., 'ChatGPT in Lesson Preparation - A Teacher Choices Trial’ 
9 Ofsted, ‘The Biggest Risk Is Doing Nothing: Insights from Early Adopters of Artificial Intelligence in Schools and Further 

Education Colleges’ 
10 Department for Education, ‘Teachers to Get More Trustworthy AI Tech, Helping Them Mark Homework and Save Time’ 
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the effects of a reduced workload. AI’s ability to free up extra time for teachers will likely be 

directed towards more work and could fail to reduce overall workload. Some leaders argued that 

teachers will just become “more efficient”, and the results of increased efficiency may exacerbate 

burnout.   

Supporting personalised learning 

While AI may have the potential to deliver personalised teaching and learning to pupils at scale.  

Pupil-facing AI tools can assess prior knowledge and tailor curriculum and learning materials to 

individual pupil needs.11 Examples include specialist tutoring apps, adaptive learning programs, 

and AI tutoring agents offering written and interactive feedback.12 Though an autumn 2023 survey 

of UK teachers found that only 7 per cent of teachers directly use AI in lessons.13   

One trust reported using an AI-powered app to deliver timely feedback to students and identify 

parts of the curriculum that students are struggling to grasp. Another discussed the potential of 

these tools to simultaneously provide feedback to teachers enabling them to easily analyse the 

effectiveness of the personalised learning tool and identify which pupils benefit most.  

Personalised learning through AI supported tools can be particularly valuable for supporting 

vulnerable groups, including pupils with SEND, those with English as an Additional Language 

(EAL), and pupils with low prior attainment.14 One roundtable participant highlighted how their 

trust uses AI to automate translation for EAL pupils making materials more accessible. Automated 

analysis of pupils with low prior attainment can also help quickly identify and effectively address 

gaps in knowledge, supporting improved outcomes.  

For pupils with SEND, AI driven capabilities, such as text-to-speech and other accessibility 

features, can address individuals’ specific needs and improve engagement.  However, the use of AI 

with pupils with special educational needs raises particular issues with respect to bias,15 in 

addition it is important that AI tools are seen as a support to teachers rather than to replace 

them.16  

“We feel passionately that teaching is here to stay. Teaching is the fundamental part of what we do, 

the human connection.” 

Aspects of teaching delivery may call for more novel forms of AI beyond virtual learning platforms, 

adaptive learning systems, and generative AI tools. Virtual assistants or immersive virtual reality 

technologies may offer the potential to directly support teaching delivery. Exploring how AI can be 

used to support students with learning difficulties, Dieker et al. explored how AI can be used to 

support students through the use of virtual assistants integrated directly into four inclusive 

 
 

 
11 Bessemer, 'AI In Education’ 
12 National Education Association, ‘Report of the NEA Task Force on Artificial Intelligence in Education’ 
13 Fletcher-Wood, ‘How to Improve Behaviour and Wellbeing, and How You’re Using AI in Schools’ 
14 Samson and Pothong, ‘A Learning Curve?’ 
15  Dieker et al., ‘Using an Artificial Intelligence (AI) Agent to Support Teacher Instruction and Student Learning’ 
16 Department for Education, ‘The Safe and Effective Use of AI in Education - Leadership Toolkit Video Transcripts’ 
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elementary schools.17 The virtual assistant was designed to support pupils with disabilities by 

improving their social skills by using natural language processing and biometric and vision-based 

signals to provide feedback and help regulate stress. While the study found that virtual assistants 

successfully increased students with disabilities’ peer-to-peer and teacher interactions, it also 

argues that interpretation of emotion indicators can be highly subjective with biases including 

age, ethnicity, and culture.  

Chiu et al.’s study of 123 Grade 10 students’ use of chatbots in the classroom reveals that teacher 

support and student expertise is needed for AI tools to be successfully embedded in content 

delivery.18 Despite such barriers, continued experimentation with more novel forms of AI and 

further research to understand their capacity to directly support content delivery, particularly for 

students with learning difficulties, is warranted. 

However, as emphasised in both the literature and by roundtable participants, many generative 

AI-driven personalised learning tools have so far only been piloted on a small scale with limited 

groups of pupils.19 As a result, the significant investment required to adopt these technologies can 

be difficult to justify given the current uncertainty about their effectiveness and measurable 

impact on pupil attainment. This highlights a critical consideration for MATs: while AI offers the 

promise of personalised learning at scale, its effective implementation requires careful evaluation 

to ensure resources are directed towards interventions that genuinely improve pupil outcomes 

and experiences. 

Concerns were also raised in the roundtable around the realities of the digital divide. If tools are 

going to be the answer to supporting individual pupils and tackling the disadvantage gap then we 

need to address the fact that many students do not have access to individual devices at home, 

that schools are not in a position to provide them, and that there is a geographical divide in access 

to high-speed internet. Otherwise, the implementation of AI solutions risks exacerbating rather 

than solving attainment gaps.  

Improving school administrative processes  

Artificial intelligence (AI) can be applied to support the administrative and back-office functions of 

multi-academy trusts. While these uses are often less visible than classroom applications, they 

offer opportunities for improving operational efficiency and effectiveness. 

Financial management. As in other sectors, AI has the potential to support MATs in financial 

forecasting and in data informed decision making.20 One roundtable participant noted how trusts 

use AI for invoice matching, increasing administrative efficiency.  

 
 

 
17 Dieker et al., ‘Using an Artificial Intelligence (AI) Agent to Support Teacher Instruction and Student Learning’. 
18 Chiu et al., ‘Teacher Support and Student Motivation to Learn with Artificial Intelligence (AI) Based Chatbot’. 
19 Ling, ‘Use Cases for Generative AI in Education: User Research Report’. 
20 Altair, ‘How AI Can Transform Education: Practical Insights for Multi Academy Trusts (MATs)’. 
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Policy and procedure writing is another way in which AI is being used to reduce administrative 

workload.21 Trusts must regularly update and produce a high volume of statutory and operational 

policies. Generative AI is increasingly being used to draft and update statutory forms and other 

documentation.22 Roundtable participants discussed the development of AI agents to integrate 

MIS data, government guidance, and safeguarding information, and while in the early stages, is 

being used by local authorities to write Education Health and Care Plans.23  

Human resources (HR) and information technology (IT) functions can also benefit from AI in 

ways that are not necessarily unique to multi-academy trusts. AI tools can enhance cyber threat 

detection and help trusts better manage and organise their large, diverse workforces. As seen in 

other sectors, these efficiencies can lead to workforce reduction through the consolidation of 

administrative teams such as HR and IT.24  

Finally, the integration of AI with Management Information Systems (MIS) could form part of 

that data-driven decision-making within trusts. One prominent example provided by a roundtable 

participant, is pupil attendance. AI-powered MIS modules enabled the proactive identification of 

pupils with poor absence, saving time that would otherwise have been spent manually tracking 

attendance. However, the use of AI within the context of MISs raises particular challenges about 

the ethical use of AI in decision making about individuals.25  

  

  

 
 

 
21 Ofsted, ‘The Biggest Risk Is Doing Nothing’. 
22 AI in Education, ‘Shape of the Future’. 
23 Keer, ‘The Risks and Benefits of Using Artificial Intelligence to Power EHCPs’. 
24 McManus, ‘Why Firms Are Merging HR and IT Departments’. 
25 Samson and Pothong, ‘A Learning Curve?’. 
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Part 2: How are MATs implementing artificial intelligence?  

Development of AI tools for use in education is supported in part through investment from the 

Department for Education (DfE including nearly £1 million to EdTech providers for the continued 

development of AI tools to reduce teacher workload.26 A further £3 million from the Department 

for Science, Innovation and Technology has been earmarked to aid in the construction of a 

“content store” to enable the development of high quality educational large language AI models 

alongside a £2 million investment in AI tools for Oak National Academy.  

To aid in the implementation of AI, DfE is also investing £45 million to enhance digital connectivity 

in schools and trusts across England.27 Collectively, these investments underscore the 

government’s recognition of AI’s growing relevance within education and provide important 

context for understanding how national policy is shaping the adoption of AI. 

To ensure that AI delivers its maximum positive impact within multi-academy trusts while 

mitigating risks, effective implementation is key. However, there is often a gap between the 

potential of AI tools and the results they actually achieve in practice, with tools often not 

delivering the efficiencies they are said to result in. A roundtable participant said: 

“There is a disconnect between… what an AI platform can offer and what the actual impact is when 

it is implemented by a trust.” 

Bridging this gap requires multi-academy trusts to develop strategies that support the practical 

integration of AI.  

Strategies for implementation  

Bottom-up approaches 

AI strategy is often driven from the bottom-up, meaning that ad-hoc usage by teachers and pupils 

tends to drive the development of AI use policies at a trust level.28 Such patterns of usage are not 

necessarily surprising, as similar trends have been seen with other technologies. Trust leaders 

highlight the need for bottom-up approaches in the context of a rapidly evolving AI market, where 

new tools and capabilities are constantly emerging, making top-down management challenging. 

By building from the ground up, trusts can ‘meet teachers where they are’, tailoring policies and 

support to the feedback they receive from teachers on what is working and what is not working for 

teaching and learning. Furthermore, bottom-up approaches ensure that teacher autonomy is 

preserved, allowing teachers to drive best-usage and practice.  

Trusts can also facilitate bottom-up approaches through small piloting and trialling programmes 

that can be used to develop implementation strategies.29 Starting small enables trusts to observe 

 
 

 
26 Department for Education, ‘AI in Schools and Colleges’. 
27 Department for Education, ‘AI in Schools and Colleges’. 
28 Latham and Montacute, ‘Artificial Advantage? AI in the Classroom and the Inequality Gap’. 
29 Bessemer, ‘AI In Education’; ‘Ling, Use Cases for Generative AI in Education: User Research Report’. 
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impacts more effectively, identify best practice, and develop context-specific policies before 

scaling initiatives across entire trusts. Such experimental implementation supports more informed 

decision-making and reduces the risks associated with large-scale deployment. 

Despite the benefits of bottom-up approaches, centralised oversight remains essential. 

Centralised management ensures that all schools, teachers, and pupils are able to access AI and 

use it safely. This underscores the need for a complementary balance between teacher-led 

bottom-up approaches and top-down centralised approaches to the implementation of AI. 

Top-down approaches 

Top-down approaches are a central and necessary part of trust management, providing central 

guidance for the diverse range of schools they serve. Yet, these approaches can vary quite 

drastically across trusts when it comes to AI. Some MATs opt for a stringent approach, managing AI 

tool approval centrally.  

Yet, as more AI tools are created, approving tools centrally can become quite difficult, particularly 

for larger trusts. As a roundtable participant said:  

“it’s an organisational challenge as much as technical challenge”. 

Many trusts have therefore migrated away from such management to create more flexible 

strategies promoting best practice that supports schools to contextually and safely navigate AI 

usage.  

The development of top-down approaches to AI implementation is ultimately codified into trust 

policy. Two approaches to trusts’ AI implementation emerge. Firstly, trusts may develop specific AI 

policies whose contents specifically relate to the use and implementation of artificial intelligence 

across the trust, schools, and classrooms.  

Secondly, and the approach taken by many larger trusts, trusts can rely on existing structures and 

procedures, updating existing policies to include relevant information regarding AI:  

“We’ve not launched an AI policy, we’re gradually baking in decision making into every other 

standard of our work because it’s just business as usual”. 

So, schools may make amendments to policies surrounding data privacy or safeguarding to reflect 

the impact of AI.  

Users of this approach argued it enables them to stop ‘putting the tool first’ and instead focus on 

teachers and students. Regardless of the approach, the strength of the MAT system is that it places 

these decisions in the trusts’ remit, enabling them to tailor their approach to AI to their trusts’ 

specific needs.   

One of the most common themes within the current literature that was consistently echoed by 

roundtable participants, is the need for AI adoption to be informed by a specific educational goal. 

Whether that goal is to improve administrative efficiency, to reduce teacher lesson planning time, 

or to improve pupil outcomes, it is vital that trusts ensure there is a clear and transparent aim and 

actionable approach to achieving said aim through use of AI. MAT leaders specifically highlighted 
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the need for both the design of AI tools and for the implementation of the tool in the classroom to 

be driven by cognitive science and knowledge of what constitutes effective teaching and learning. 

Outside of the classroom, AI use for back-office functions should similarly be driven by a clear 

understanding of what the tool should be accomplishing. Framing AI use through clear goals 

enables transparency and allows for trusts to more readily measure impact.  

Engagement with national networks  

Developing effective and safe approaches to using AI is not a simple or easy task, especially given 

the many other priorities trusts are constantly navigating. Engaging with national networks 

enables trusts to access shared experience and expertise, best practice, and practical insights 

from across England.30 National groups such as EdTech Hubs and the AI in Schools Initiative create 

networks which facilitate communication between trusts and AI providers and encourage the 

sharing of knowledge and experience with other school groups. Formal participation in or informal 

engagement with these national networks is a purposeful part of trusts’ implementation of AI, 

enabling them to more successfully promote the use of artificial intelligence.  

Roundtable participants consistently emphasised the importance of receiving support through 

engagement with national networks and pushed for the continued growth of such networks.  

Role of central leadership  

Developing useful narratives around AI 

MAT leaders, who form part of trusts’ central leadership teams, highlight the importance of 

developing productive narratives surrounding AI. Central leaderships see part of their role and 

responsibility to help teachers and school leaders navigate the buzz around AI through crafting 

useful and realistic narratives on using AI within education.  This means moving away from 

conversations that frame AI as ‘it can do everything’ and instead disseminating practical insights 

into how AI can be used in specific settings.  

Building and sustaining expertise 

Helping central teams disseminate knowledge and craft useful narratives around AI are ‘AI 

champions.’31 AI champions are appointed leaders who have expertise both within education and 

within the technological sector.32 Central teams noted how helpful these roles are in building and 

sustaining expertise on effective use of AI and many felt that appointing digital leads is no longer 

something optional for their schools. Instead, designated responsibility to oversee AI, digital skills, 

technology was seen as something that should be engaged in with the same intensity as 

safeguarding and attendance.  

 
 

 
30 AI in Education, ‘Shape of the Future’. 
31 ibid 
32 Ofsted, ‘The Biggest Risk Is Doing Nothing’. 
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Yet, given the many responsibilities leaders have, AI can be seen as a ‘side-hustle’ in which senior 

leaders “Don’t see [AI] as integral to improving GCSE results or Ofsted outcomes” and instead see it 

as an add on. Designating responsibility to specific leads can avoid AI being considered as optional 

and neglected for other responsibilities.  

Essential to the effective use of AI is digital literacy. Recognising the need for digital literacy across 

all staff, central leadership teams in MATs have an important role to play in developing expertise.33 

Developing expertise through investment in AI literacy not only applies to teachers but to pupils, 

parents, and school leaders.  

Central leadership teams can offer and promote training sessions or workshops for teachers on 

how to effectively use AI and how to best teach their students how to use AI.  

“We’ve built AI-taught units from Year 1 through our computing curriculum – use, bias, safety, ethics. 

We do it with parents too.” 

Digital literacy can be further supported through the dissemination of knowledge regarding new 

developments and research on AI in education. Given some of the broader concerns around its 

use, we believe that participation in training should be monitored across trusts to ensure that all 

staff are not only learning how to use AI effectively but are also aware of the risks and ethical 

considerations in its use.  

Accountability  

Central leadership teams hold responsibility for maintaining accountability. In practice, this refers 

to completing data protection impact assessments (DPIA), negotiating terms and conditions with 

AI providers where able, developing acceptable use policies, and retaining oversight over how AI is 

being used within trusts – or what a roundtable participants referred to as ‘due-diligence.’ MAT 

leadership teams are best positioned to monitor and evaluate AI use across their schools through 

their access to legal teams and centralised structure.  

Larger trusts are more easily able to hold AI providers to account and due to their large size and 

resourcing have more power to negotiate terms and conditions within contracts. This underlines 

the necessity of national oversight to ensure that even smaller trusts and school groups are able to 

advocate for safe use of technology with providers.  

But larger trusts can also face challenges in developing solutions that work across their schools, 

particularly when schools have freedom over issues such as curriculum and exam boards.  

“All of our academies are different. They're on different curriculums, they're on different timetables, 

they're on different exam boards and trying to make it bespoke for each of the academies is our 

greatest barrier at the moment.”  
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Part 3: How do MATs make decisions regarding AI? 

Current guidance and literature reveal there is a lack of clarity regarding how school groups 

should make decisions on AI. Instead, it is up to trusts to decide what AI they should use, how they 

should use AI, how they should evaluate AI, and to what extent they should be managing how 

classroom teachers and pupils teach and learn about AI. Coupled with the number of products and 

tools being pitched to trusts to solve a wide range of problems, the lack of guidance for decision-

making can lead to a landscape that one roundtable participant leading on digital strategy 

referred to as “feel[ing] like it’s the wild west.”  

In the following section, we summarise the recommendations made in the current literature on 

how MATs should make decisions and highlight some of the current strategies and considerations 

MATs make to navigate decision-making for AI.   

Scaffolding decision-making responsibility  

MATs at the roundtables said that not all decisions on AI use can be made and enforced centrally. 

Decisions about AI implementation will inevitably occur at multiple levels, and trusts need to 

equip school leaders and teachers with the expertise to make informed choices that best support 

their specific school and classroom contexts. Delegating responsibility for decision-making across 

trusts allows AI use to be better tailored to specific educational settings.34 Roundtable participants 

highlighted the diversity of the schools within their trusts and the necessity of creating and 

enacting policy that provides clear guidance while still promoting adaptability for different 

contexts. Therefore, trusts may need to define which decisions are made at the trust level, such as 

approving AI tools, and which are made at the school or classroom level, for example developing 

AI literacy or determining how to integrate AI into lessons. 

Scaffolding decision-making responsibilities also allows for training and support to be better 

tailored around specific contextual needs.  

“When we first had our AI strategy we found out people weren’t using it. We realised it doesn't apply 

to geography teachers, it doesn't apply to IT, it doesn't apply to use PE. So now we have a primary 

strategy and we have a secondary strategy, but now we're going to have a subject strategy as well” 

Teachers in different subjects or in different settings will use AI differently and require different 

training, support, and accountability. Where there are designated AI leads, they can support 

tailored, contextually specific decisions about AI.  

Balancing short-term and long-term goals  

When making decisions, MATs will naturally need to balance short-term and long-term goals. In 

the short term, it is important that trusts consider ‘What problem are we trying to solve?’ and 

decisions about AI use should be led by pedagogical theory and clear educational goals. In the 
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long term, trusts will need to consider the implications of rapidly developing technology35 and 

how such a quickly evolving landscape shapes practical decisions on what types of AI to invest in 

and how long to sign contracts for as well as more strategic decisions about designing policy and 

evaluation. More importantly, trusts will inevitably need to consider the value for money of AI 

tools. This means trusts need to predict and plan how to measure the impact on efficiencies and 

other teaching and learning outcomes.  

Navigating relationships with unions, parents, local authorities, and the government amongst 

others complicates trust’s ability to make decisions. For example, roundtable participants 

discussed the complexities associated with using AI and managing union concerns about the 

future of trust workforces, its separate use by pupils and parents, and external bodies such as 

Ofsted. A substantial part of trusts’ decision-making strategies involves bringing together and 

organising stakeholders to help support trusts in making informed decisions.36  

Using evidence and research  

Current guidance recommends that MAT leaders use evidence and research to inform decisions. In 

the space of AI there is a lack of robust evidence evaluating effectiveness and identifying best 

practice.37 As a result, it is often difficult for MATs to make informed decisions. Instead, leaders 

must rely on feedback from staff and pupils and word of mouth from other educational 

institutions. Where possible, larger MATs are conducting their own assessments of AI or hiring 

independent evaluators. It is difficult for smaller school groups to dedicate resources toward 

evaluation and as a result they may be less able to make data-driven and evidenced-informed 

decisions.  
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Part 4: How are MATs evaluating the effectiveness of AI?  

Evidence on the use and impact of AI in education remains limited. The roundtable discussions 

highlighted the ways in which AI is already being deployed and underlines the necessity of 

research and evaluation to understand exactly how AI is used and what implications it holds for 

pupil learning, teacher retention, and school improvement. In response to such needs, a group of 

23 MATs came together in late 2024 to publish a framework and recommendations for integrating 

AI in education although there is not yet any available data on how widely the framework is being 

used or its efficacy.38  

What are MATs measuring? 

Evaluating the effectiveness of AI is difficult, as evaluators must consider the effectiveness of the 

technology itself as well as the effectiveness of the technology’s implementation. Roundtable 

participants discussed the difficulties of deciding what outcomes can and should be measured. 

They noted that it was easier to measure impact when AI is used for trust operations through 

increases in efficiency than when it used to support classroom teaching and learning. Yet, even in 

this case measurement and evaluation is complicated as not all staff may wish to accurately report 

efficiencies through AI use that may have future implications for people’s jobs. 

In relation to teaching and learning, trusts considered the importance of measuring outcomes 

beyond attainment. While they recognised the importance of using attainment as a measure of 

effectiveness, they noted that AI has implications for pupils’ social and emotional learning and 

interpersonal relationships.39 There can also be a disconnect between the measures that are key to 

a school and those that are collected and reported by AI tools. For example, one roundtable 

participant reported an apps reliance on engagement statistics that measure whether a particular 

tool is being used but not whether it is improving progress and outcomes for a child.  

How are MATs measuring effectiveness? 

Roundtable participants reported measuring and evaluating AI use through surveys, stakeholder 

feedback, and anecdotal evidence. Through surveys, trusts had been able to collect both 

quantitative measures regarding use, as well as qualitative indicators of teachers’ and pupils' 

perception and experiences. Capturing both these elements is a vital part of successful 

evaluation40, yet evaluation through surveys can make it difficult to disentangle the effects of AI 

specifically and feedback can be subject to other contextual factors. Roundtable participants also 

emphasised the importance of measures needing to be disaggregated so that an evaluation can 

analyse effectiveness across different characteristics. For example, it is important for trusts to 

know if AI is more effective for their lower or higher attaining students, or if more or less 

experienced teachers find it more useful for lesson-planning.    
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Due to the lack of a robust evaluation more broadly, some larger trusts dedicate resources to 

conducting their own pilots, contracting evaluations through AI providers themselves, or 

independent evaluators.  

“We found that spending three hours a week on one learning app reduced chances of getting top 

grades compared with students who didn’t use it all” 

Yet, this type of evaluation is rare, especially when considered against the prevalence of AI use. 

MATs and other stakeholders have expressed a continued need for more independent assessment 

that leverages robust methodological designs and longitudinal data to accurately disentangle the 

effects of AI.41  

An example of this form of evaluation is the Education Endowment’s Foundation randomised 

controlled trial of the effectiveness of ChatGPT for reducing teachers’ lesson-planning time.42 

Whilst this robust independent evaluation is important in its own right, it is equally important that 

the results are effectively disseminated to educators. Difficulties accessing study results can 

hinder MATs ability engage with the evaluation of AI.43 Additionally, there are increased calls for 

the government to play a larger role in oversight of AI through commissioned evaluation and 

guidance on effective AI use. The recent announcement of the Edtech Evidence Board serves as a 

prime example of how the government can support trusts to effectively use AI, yet more guidance 

and research is needed.44  
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Part 5: Legal and ethical considerations  

Upholding data protection 

Situated as a data-driven tool, AI raises concerns surrounding data privacy and the rights of 

individuals as set out in the UK General Data Protection Regulation (UK GDPR). Yet, ensuring these 

rights and holding entities responsibility when they violate the UK GDPR is not always 

straightforward. Trusts hold significant responsibility for ensuring that pupil and staff data is being 

appropriately managed and safeguarded, but systems that use algorithms or machine learning to 

make decisions are a “black box” that can frequently make it impossible to know how a decision 

has been made and hence whether an individuals’ rights have been violated.45   

To ensure data protection principles are upheld, trusts must complete data protection impact 

assessments (DPIAs). DPIAs are needed when there is a ‘high risk to the rights and freedoms’ of 

individuals.46 Any AI tool that directly uses personal data will then need to be included in trusts’ 

DPIAs. Yet, trust leaders note that it can be difficult to accurately access and plan to mitigate data 

protection risks of AI tools especially if they are not experts in the technology. This has led to calls 

for the development of a centralised platform in which DPIA’s can be carried out on new 

educational technologies that schools can then view and access.47  

Navigating commercial landscapes and market realities  

Given that many AI tools and technologies are developed and sold through private commercial 

companies, MATs are positioned as consumers and have to agree to terms and conditions. 

Roundtable participants noted that they are often offered standard terms and conditions to agree 

to, and these do not necessarily reflect the unique operational and educational context of schools. 

Larger trusts are typically better equipped to navigate these contractual and compliance 

challenges, possessing the leverage to negotiate terms and conditions with suppliers and conduct 

rigorous due diligence. In contrast, smaller trusts may find reviewing and negotiating agreements 

across multiple providers to be time-consuming and resource intensive, creating a significant 

administrative burden. 

Many EdTech and AI tool providers are small operations, relying on limited staff and infrastructure 

to support their AI tool. These smaller providers are riskier for schools to invest in as their 

sustainability is more dependent on variability in the commercial market. One roundtable 

participant highlighted this issue, noting that their trust takes measures to ensure that such small-

scale providers tools do not have a ‘strategic’ role in their trust. Building on this, participants 

noted that it was important for trusts to ‘know who they are dealing with’ and to understand that 

these providers’ incentives and motivations may not always align with trusts’ goals. Particularly, 

several participants voiced concerns that many providers, including big players like Google and 
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Microsoft, are based in the United States. The dominance of US tech companies raises issues that 

tools are not contextually specific to education in England and are trained on the basis of K-12 

education, or what one roundtable participant termed ‘an America first’ approach. Addressing 

these concerns is beyond the responsibility of trust leaders and underlines the need for more 

government involvement in AI in education.  

Mitigating bias and risk  

AI tools are created and trained on  large volumes of data yet there is frequently a lack of 

transparency about exactly what data is used to train models, how models use this data to 

generate new predictions and outputs, and whether it is suitable for the use to which it is being 

put.48 This lack of transparency, coupled with the complexity of AI algorithms to non-experts, 

means that bias can often go undetected. For example, an AI tool that identifies students who may 

be at-risk for attendance problems or failing exams may rely on problematic assumptions 

regarding pupil characteristics. It is important that all AI tools used in schools are carefully 

evaluated for possible bias. To successfully evaluate whether bias is prevalent in AI tools will 

require greater transparency from providers and more oversight from national regulatory bodies.  

Within educational settings, AI tools pose significant risks to safeguarding and online safety. 

Recognising these risks, trusts feel they have a responsibility to promote safe usage of technology, 

including AI tools, for their staff and students.49 To promote safe usage, trusts are working to 

develop AI literacy skills through workshops, continuing professional development (CPD), and 

digital skills curriculum for their pupils.  

Yet, roundtable participants highlighted that there will always be risks when using AI tools despite 

training on digital skills and literacy. As such, they also take steps to implement technical controls 

to prevent mistakes and misuses of technology. This forms part of a larger ethos of due diligence.  

In the roundtables, leaders mentioned that their priority regarding AI management was safety.  

To ensure that AI tools and their use is not posing significant risks or harm, trusts conduct due 

diligence. This refers to the steps trusts undertake to educate their staff and students on using AI 

safely, understand and negotiate terms and conditions with providers, conduct DPIAs and risk-

assessments, and develop their own technical controls and appropriate use policies.  

Trusts also need to be alert to the impact that AI can potentially have on the relationships 

between pupils and teachers and between schools and parents. One participant noted that 

teachers were once asking whether pupils were using AI to provide answers but now pupils are 

asking whether teachers are using AI to plan their lessons. In addition:  

“What we've heard quite a lot is schools talking about the impact of parents using AI to generate 

complaint emails.” 
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Which means, as well as the potential to reduce the workload on teachers, AI has the potential to 

add to it. 

Addressing inequalities and the digital divide  

As the use of AI develops, inequalities are emerging.  

“Go to one of our schools and it’s VR, AI, immersive learning. Go 300 yards down the road and there’s 

no tech at all.” 

Not all trusts and schools have the same access to technology and not all students within schools 

have equal access.50 These inequalities, also termed as the digital divide, have concerning 

implications for future social mobility or as one trust leader noted, ‘There's a huge divide between 

the outcomes that can happen in those schools.’  

AI tools have the capacity to exacerbate existing inequalities between schools and trusts, as trusts 

that are already relatively successful will have more time and resources to dedicate towards 

integrating AI whereas struggling groups are less likely to have the capacity to engage with 

artificial intelligence. A roundtable participant highlighted that these inequalities are already 

evident at a system-level between the state and independent sector, where 1:1 pupil to devices 

ratios are already commonplace. Limited resources and capacity in the state sector leaves some 

trusts feeling that they risk being left behind.   

Within the state sector, research has primarily focused on schools that are already starting to use 

AI. This study has attempted to incorporate a wider range of school groups than previous studies, 

but roundtable participants still noted their involvement with AI may still not be typical. While 

these cases do offer extremely valuable insights into AI in education it is equally important that 

insights from less visible trusts and schools are sought. Specifically, it is important to understand 

the reasons that some schools have not engaged with AI or other digital technologies.  

Within trusts, there is also often variation between individual schools in their engagement with AI. 

While variation in how AI is used is to be expected, and in fact encouraged as schools should adopt 

AI implementation to their specific context, variation in access is concerning. One trust leader 

noted that while their trust has mandated that all schools provide AI literacy training to their staff, 

this is not happening in practice. This example demonstrates the importance of trust leadership in 

managing and addressing inequalities within their school group, particularly when it comes to AI. 

Similarly, trusts have responsibility for addressing inequalities between pupils. Initiatives, such as 

supporting 1:1 pupil to device ratios, can help mitigate the digital divides between pupils.   
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Conclusion and recommendations 

The growth in the use of AI creates both opportunities and challenges for the school system in 

England. This study has focussed on the experiences of MATs within that system.  

It highlights the ways in which trusts are already using AI to improve school administration and 

back-office operations, reduce teacher workload, and enable personalised learning for pupils at a 

wider scale. Though, for many, there remains a gap between the ambition and reality of its use, 

suggesting that AI’s potential depends not only on the technology itself but how it is implemented, 

evaluated, and governed.  

Roundtable participants were concerned about the lack of evidence around some of the tools that 

are being promoted to schools and the need to be alert to the origins of some tools (for example 

being overly reliant on products and services which could be terminated with little or no notice). 

Some larger trusts had conducted their own evaluation of products which were not always 

positive. 

Recommendation 1: The Department for Education should continue to evaluate the 

effectiveness of Edtech (including AI) products and their use through the Edtech Evidence 

Board project. In addition, the sector should be incentivised to share their own approaches 

to evaluating the products they are using, with larger trusts well placed to support other 

schools in the system.   

To successfully implement AI, MATs must cultivate expertise amongst all their staff and pupils, not 

just amongst AI and digital leads. Creating research informed guidance and training will allow 

trusts to more readily and successfully upskill their current workforce. Embedding training on AI 

and digital literacy in initial teacher training will ensure that the future workforces of trusts are 

prepared to navigate the digital era.  

Recommendation 2: Create research informed guidance on developing AI and digital literacy 

for education providers AND for initial teacher training programmes. 

The participants at our roundtables were very conscious of the issue of the digital divide and 

highlighted disparities within their own trusts, both for individual pupils and within academies.  

There were, almost inevitably, differences in the experiences of large and small academy trusts. 

Larger trusts were better placed to have dedicated AI champions and data protection experts who 

could work across schools in the trust, and they also potentially have the capacity to evaluate the 

effectiveness of different tools. However, being in a larger trust is not without its own issues. 

Participants reported that they can often struggle to be on top of all the ways that AI is being used 

across the hundreds of teachers that they have, particularly when academies can have different 

approaches to the curriculum.  

Recommendation 3: Larger trusts should lead networks of support working with both 

smaller trusts and individual schools with the Department for Education considering ways 

that this could be incentivised. The Department for Education and the Department for 
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Science, Innovation and Technology should work across government to ensure that 

disadvantaged communities (either through economic circumstances or their location)) are 

not left behind as technology progresses, ensuring access to devices and high-speed reliable 

internet.  

Effective implementation requires careful alignment between AI’s technological capabilities and a 

clear educational trust goal. By adopting a balance between bottom-up innovation driven by 

teachers and top-down strategic oversight from trust leadership, MATs can make better choices 

and foster environments that harness AI’s benefits while maintaining safety, teacher autonomy, 

and accountability.  

The roundtable discussion highlighted approaches to embedding legal and ethical safeguards, 

including embedding AI considerations in wider trust policies (i.e. not as a separate 

consideration). There was a strong awareness of data protection requirements and an 

understanding of the particular issues that AI creates and the responsibilities placed on MATs. 

There was some sense that a lot of effort (for example around the necessary data protection 

impact assessments) was being duplicated across trusts. There were examples of activity to 

promote AI literacy and safe use, both with teachers, some of the very youngest children, and 

parents.  

Recommendation 4: The Department for Education should consider the merits of providing 

the key information that trusts and schools will need for completing DPIAs for the more 

widely used AI products while being mindful of the fact that the process of producing a DPIA 

provides a structured approach for data controllers to consider their individual 

circumstances. 
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Annex A: Roundtable discussion questions 

RT 1: How are MATs harnessing the opportunities and approaching the challenges of AI?  

▪ What types of AI / EdTech are currently being used in MATs?  
▪ What educational or administrative goals is the use of AI helping reach?  This includes 

but is not limited to improving:  
o Pupil learning outcomes   

o Experiences of pupils with special educational needs and disabilities   

o Teacher workload  

o School and trust administration   

▪ What strategies are used to foster and promote positive engagement with AI across 
MATs?    

▪ What is the role of central leadership in shaping MAT’s approaches to AI?   
▪ Should MATs prioritize short-term iterative improvements or invest in a long-term 

strategic vision when developing AI policy guidelines?   
▪ What are the benefits and challenges of each approach?  
▪ How is expertise around AI developed and shared across MATs and the education 

sector?  
▪ How can AI literacy and the professional development of staff be best developed?  

RT 2: How are MATs developing their approach to AI strategy, governance and efficacy 

measurement?  

▪ What does the successful use of AI in MATs look like? What outcomes should be measured 

(i.e. pupil attainment, pupil engagement, teacher workload)?    

▪ How are MATs evaluating the effectiveness of the use of AI?  What measures and 

mechanisms are used to track impact?   

▪ What are the decision-making processes MATs use to determine their AI strategy?   

▪ Who is involved in making decisions about AI adoption and use? How are responsibilities 

distributed or delegated across MATs?  

▪ How are legal and ethical considerations managed in MATs (i.e. data privacy, 

safeguarding)?   

▪ What stakeholders are involved in supporting schools to make safe and effective decisions 

on AI? How are responsibilities delegated to external stakeholders?  
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Annex B: Roundtable participants  

Roundtables consisted primarily of multi-academy trust leaders and digital leads as well as other 

relevant stakeholders and experts on AI in education.  A total of 14 multi-academy trusts 

participated across the two roundtables, representing 442 schools from across England. Trusts 

differed by size as seen below in Figure 1.  

Figure 1: Multi-academy trust roundtable participants by size (number of academies in the MAT) 

 

There was a roughly equal number of representatives from smaller (<20 schools) trusts and 

medium and large trusts (20+ schools).  

By phase, trusts represented an equal number of primary and secondary schools, as well as a 

small subset of other establishments such as all-through schools, special schools, alternative 

provision, or 16-plus institutions.  

Figure 2: Multi-academy trust roundtable participants by school phase representation 

Phase Number of Schools 

Primary 204 

Secondary 197 

Other  34 

 

7 other representatives from key organisations were also present, including governmental bodies, 

charities, AI providers, and other professional educational bodies. 

 


